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Commercial Determinants of Health

The systems, practices, and pathways through 
which commercial actors drive health and equity 
(Gilmore et al., 2023)



Commercial Determinants of Health

Gilmore et al., 2023

Not just 
products,  
practices  

Not just 
personal 
behaviors, 
platforms as 
drivers



1.Platforms shape regulations and 
policies to their interests.

2.Favorable policies allow platforms 
to grow profits by engaging in 
harmful practices, including 
facilitating marketing from other 
harmful industries.

3.Favorable policies allow social and 
health costs to be externalized.

4.Costs fall to individuals and 
governments.

5.Profits continue to grow, allowing 
platforms to leverage resources for 
greater political influence.

Feedback Loop for Harms/Power

Gilmore et al., 2023



Social Media and Harmful Practices/Content

Harmful commercially 
oriented  content

e.g., targeted advertising and 
influencer marketing for harmful 

product such as tobacco, 

alcohol, fast food, sale of illicit 

products 

Harmful non-commercial 
content

e.g., misinformation, hate 
speech, distorted body image 

content, bullying, abuse

Almost 50% of U.S. teens 

reported experiencing 

cyberbullying in 2022 (Pew 
Research Center, 2022)

Practices that encourage 
intensive social media 
usage

e.g., infinite scroll, non-
chronological feed, engagement 

based content ranking

Problematic social media use is 

significantly associated with 

anxiety, depression, and stress 
among adolescents (Shannon et 

al. 2022).



Commercial 
Content

Social Media Serves as a Site of Exposure 

Australian teens exposed to 7 unbranded and 5 

branded food promo posts for every 10 minutes of 

social media use (van der Bend, 2022). 

80% of U.S. HS students who use social media report 

seeing e-cigarette related posts or content (Gentzke 

2022, et al.).

63% of UK adults aged 25+ reported seeing gambling 

ads on social media at least once per week. For 

younger adults,  72% saw ads (Rossi & Nairn, 2022).

Algorithmic reinforcement results in continued to 

exposure to harmful content (Saurwein & Spencer-

Smith, 2021).



Commercial 
Content

Social media amplifies marketing  (paid advertising, 

influencers, and word of mouth) and extends access to 

harmful products.



Commercial Content

Content Increases Unhealthy Behaviors

Higher exposure to tobacco posts associated with increased adolescent tobacco use (Vassey et 

al., 2022; Zheng et al. 2021). 

Engaging with alcohol ads on social media (clicking, linking, sharing, etc.) is positively associated 

with alcohol use for youth (Noel et al. 2019).

Exposure to social media marketing for unhealthy foods is associated with increased consumption 

of those foods by children (Carthy et al. 2022; Sina et al., 2022). 

Exposure to online gambling ads (including social media) is significantly associated with 

adolescent gambling (Noble et al. 2022).



Self-Regulation  
A Poor Track Record

2. Poor Enforcement of 
Influencer Disclosures

1. Promotion of/Access 
to Harmful Products 

With no 
platform 

policy

Despite 
platform 
policies



Kong, Laestadius, Vassey, et al., 2022

Self-Regulation of Content



1. Promotion of/Access to 
Harmful Products 

Meta 2024



Promotion of tobacco 
products in violation of 

Meta policy

Laestadius, et al. 2023



Ketamine Promotion on 
Instagram

“In NABP’s experience, Meta has
failed to take action on the clear-

cut illegal promotion of 
recreational drugs.”

In December 2022, a verified Instagram 
user made a paid partnership post with a 

Ketamine provider.

The post describes the user’s treatment as a 
“magical entry into another dimension.” .

(Kaiser Health News 2024)



Meta overruled the board and decided the post should be left up. 

Meta acknowledged that not all content with a “paid partnership” 
label was reviewed against its Branded Content policies.

In 2023, Meta said it would send all paid partnerships for 
algorithmic review against their standards. 

(Meta 2024; Kaiser Health News 2024)



Tobacco Sales via TikTok

TikTok accounts promote illicit tobacco sales, including 

promise of ‘discreet shipping’

Violates terms of service and federal law

When journalists tried to report the content, the platform 

said the content was found to be allowable

(Pearson et al., 2024; Perez, 2021) 

TechCrunch 
2021



2. Influencer Disclosure Lapses (Meta 2024)
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Influencer Disclosure Lapses
(Washington Post, 2023; FTC 2023)



Why does self-regulation fail?

Automated content moderation struggles with accuracy and reliability.

Human moderators cost money and may experience mental health harms

Content not static, users adapt language to avoid being detected

Anything that decreases time spent/engagement on the platform, 
reduces profits

Little transparency to outsiders

Influencers/Creators not always clear about commercial ties 



“Facebook has realized that if they change the algorithm to 

be safer, people will spend less time on the site, they'll click 

on less ads, they'll make less money.” (Frances Haugen)

(The Verge, 2024)

Instagram generated:

 $11.3 billion in ad revenue in 2018 

$32.4 billion in ad revenue in 2021



Examples of Provisions in Recently Proposed/Adopted Legislation 

• Duty of care for platforms to prevent promotion of narcotics, tobacco, gambling, or 
alcohol (Federal, KOSA)

• Civil penalties for platforms that facilitate harms from illicit substances (CA)

• Right to opt out of targeted ads (Federal, APRA)
• Prohibitions on collecting, selling, sharing data from minors or using their data for 

harmful profiling (CA)
• Prohibition on showing ads on accounts owned by minors (UT)
• Clear labels on ads and promo posts aimed at minors (Federal, KOSA)

• Broad requirements that platforms ensure the best interests of children (MD)
• Prohibition on algorithmic recommendations for minors (Federal, Protecting Kids on 

Social Media Act)
• Prohibitions on infinite scroll, videos that autoplay for minors (UT)

• Minimum age for access without parental consent/Age verification (FL)

• Digital literacy education for minors (AZ)

High risk
content

Commercial 
content

Social media 
environment

Access

Education



SECTION 230 
OF THE 1996 
COMMUNICATIONS 
DECENCY ACT

• Protects platforms from liability for content posted by users
• Generally interpreted as protecting a “social media platform’s use of 

algorithms to make recommendations or suggestions” (Holmes, 2023)



“The Act’s ban on ‘display[ing] any advertising in [minors’] account[s],’ violates 

the First Amendment and is preempted under 47 U.S.C. §230. This blanket ban 

affects websites’ First Amendment right to disseminate advertisements, individuals’ 

right to speak, and minors’ right to view advertisements... “

\

NetChoice, LLC. v. 
Attorney General of Utah



1.Platforms shape regulations and 
policies to their interests.

2.Favorable policies allow platforms 
to grow profits by engaging in 
harmful practices.

3.Favorable policies allow social and 
health costs to be externalized.

4.Costs fall to individuals and 
governments.

5.Profits continue to grow, allowing 
platforms to leverage resources for 
greater political influence.

Feedback Loop for Harms/Power



Continue to monitor 
harmful content and 

identify health 
effects to inform 

regulatory efforts

LLaestad@uwm.edu
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